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ABSTRACT

Segmentation of cell nuclei is crucial for analyzing mi-

croscopy image data and understanding cellular processes.

We performed a comparison of different approaches for seg-

mentation of cell nuclei in difficult tissue microscopy image

data of glioblastoma cells. We investigated nine different

methods comprising thresholding, deformable models, re-

gion growing, unsupervised learning, and supervised learning

using random forest. In addition, we studied two deep learn-

ing methods including a novel deep neural network based on

atrous spatial pyramid pooling (ASPP), which was not yet

used for cell segmentation. We used pixel-based and object-

based performance metrics. The best results were obtained

by machine learning methods, where deep learning models

(Accuracy 91.7% and Dice 0.925) exceeded random forest

classifiers (Accuracy 90.4% and Dice 0.914). Using a deep

neural network with an ASPP yielded a slightly lower seg-

mentation performance, but was most effective in splitting

merged objects.

Index Terms— Quantitative evaluation, segmentation,

glioblastoma, fluorescence microscopy, machine learning

1. INTRODUCTION

The detection and segmentation of cells and cell nuclei consti-

tutes an important task in microscopy image analysis. Chal-

lenges include image noise and other image artefacts such as

image blurring. Further, cells or cell nuclei are heterogenous

and vary in structure, shape, and intensity, or are clustering.

In recent years, different methods for cell segmentation have

been developed to address these challenges.

In this work, we investigated the performance of a wide

range of different methods to segment nuclei from tissue

microscopy images of glioblastoma cells. As can be seen

in Fig. 1, this data is very challenging due to strong inten-

sity variation, cell clustering, overlapping cells, poor edge

information, missing object borders, strong shape variation,

(a) Strong intensity varia-

tion

(b) Overlapping cells

(c) Poor edge information (d) Strong shape variation

Fig. 1. Examples of tissue microscopy images of glioblas-
toma cells with different challenges for image analysis.

and low signal-to-noise ratio. We compared nine different

segmentation methods comprising thresholding, deformable

models, region growing, unsupervised learning, and super-

vised learning. In previous work, different comparisons of

methods for cell segmentation in fluorescence microscopy

images were performed. Dima et al. [1] compared different
segmentation methods using fluorescence microscopy data

from two cell lines. The study revealed that K-means cluster-

ing yielded the best results, however, the used data does not

seem to be very difficult and machine learning methods were

not considered. Coelho et al. [2] evaluated segmentation
algorithms using hand-labeled datasets including clustered

nuclei. An approach based on merging multiple regions from

watershed segmentation performed best, however, the focus

of the study was on methods for high-throughput settings

and therefore complex and time-intensive methods were not
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included. Cheng and Rajapakse [3] presented a method to

segment and separate clustered nuclei using shape markers in

a watershed-like algorithm. The method was applied to noisy

neuronal cell images. However, the used data is much less

difficult compared to our data, particularly the image contrast

at edges is much better. In Maška et al. [4] different methods
for cell tracking were compared. The focus was on tracking,

but the segmentation performance was also quantified. There,

different types of data were considered compared to our study

(e.g., human breast carcinoma cells, mouse embryonic stem

cells, human squamous lung carcinoma cells).

In this contribution, we present a comprehensive compari-

son of nine different segmentation methods for difficult tissue

microscopy data of glioblastoma cells (see Fig. 1). The com-

parison comprises a broad range of segmentation methods

including thresholding, deformable models, region growing,

unsupervised learning, and supervised learning using random

forest. In addition, we studied two deep learning methods

including a novel deep neural network based on atrous spa-

tial pyramid pooling (ASPP), which was not yet used for cell

segmentation. We provide quantitative results which reveal

how well the different methods performed on the investigated

challenging data.

2. METHODS

We studied nine different methods for segmentation of

glioblastoma cells in tissue microscopy images.

2.1. Segmentation methods

Global and local thresholding: For global thresholding we
used a maximum entropy approach (ImageJ Multithresholder

plug-in), and for local thresholding the intensity contrast was

employed (ImageJ auto local threshold plug-in).

Fast marching and region competition: For the fast

marching algorithm [5], an image was first smoothed by

a Gaussian filter and intensity maxima were used as seed

points for a deformable model. For the region competition

algorithm [6], we used a model based on a piecewise con-

stant energy function and an energy length model based on

a sphere regularization energy term. Local intensity maxima

were used for initialization. The creation of handles and

fission was enabled to cope with changes of the topology.

Unsupervised learning by K-means clustering: For K-
means clustering the image was smoothed by a Gaussian fil-

ter and the number of clusters set to three (foreground, back-

ground, unspecific signal). The foreground cluster was used

as segmentation result.

Supervised learning using Weka and Ilastik: Weka is a
trainable segmentation tool [7]. We used a parallel random

forest classifier containing 200 trees with unlimited depth.

Feature selection was performed using the subset evalua-

tion technique in conjunction with a greedy stepwise search

method (based on a J48-classifier), which resulted in the

following features: Gaussian blur, Hessian, Membrane pro-

jections, Mean, Maximum, Anisotropic diffusion, Gabor,

Laplacian, Entropy, Variance, Minimum, Median, Bilateral,

Kuwahara, Structure and Neighbors. In addition, for super-

vised pixel classification we used a random forest classifier

from Ilastik [8]. All provided features were used and the

image scales were defined by σ={0.3, 0.7, 1.0, 1.6, 3.5, 5.0,
10.0}. Both classifiers (Weka, Ilastik) were trained using 20
images.

Deep learning: We used two deep neural networks based
on U-Net [9]. The first network is similar to a vanilla U-Net

using batch normalisation and residual connections. The sec-

ond network combines a U-Net with atrous spatial pyramid

pooling (ASPP) [10]. ASPP has the advantage that image

context can be captured at multiple scales. Using a U-Net in

conjunction with a PReLU activation function, we observed

that the first layers mostly favour negative activations. How-

ever, PReLU reduces the execution time. Therefore, we used

PReLU only in the first layer to make use of negatively ac-

tivated features, while saving execution time. For the sec-

ond network, we used an ASPP block after the last resid-

ual block in the downsampling path followed by Gaussian

dropout (p = 0.5). Compared to the original ASPP we used
dilations of 1, 2 and 4, and global average pooling (pooling

kernel equal to feature maps). The extracted feature maps are

concatenated and fed to a 1× 1 convolution for compression.
Data augmentation was performed using random flipping, ro-

tation, scaling, noise addition, and edge aware elastic defor-

mation. The network was trained on 128× 128 pixel patches
with a balanced foreground and background ratio. We trained

the network using cross-validation and early stopping with

Adam as optimizer.

2.2. Performance measures

The performance of the different methods was determined

by comparing the segmentation results with ground truth

data generated by manually outlining nuclei. We employed

multiple well established pixel-based performance measures,

namely the Dice coefficient (Dice), Jaccard index (JI), Rand

index (RI), Hausdorff distance (HD), Sensitivity (Sens.),

Specificity (Spec.), and Accuracy (Acc.). The performance

values were determined using the Visceral EvaluateSegmen-

tation tool. For a detailed description of the performance

measures we refer to [11]. In addition, we determined object-

based performance measures. We used the Jaccard index (JI)

at object level and also determined the number of missing,

erroneously added, and incorrectly merged objects.

3. EXPERIMENTAL RESULTS

We have applied all nine segmentation methods to 50 fluores-

cence microscopy tissue images of glioblastoma cells. The
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(a) Original image (b) Ground truth (c) Global thresh-

olding

(d) Local thresh-

olding

(e) Fast marching (f) Region compe-

tition

(g) K-means clus-

tering

(h) Ilastik (i) Weka

(j) Deep learning (k) Deep learning and

ASPP

Fig. 2. Segmentation results of different methods for an ex-
ample of a tissue microscopy image of glioblastoma cells.

images were acquired by a Leica TCS SP5 point scanning

confocal microscope with a 63x objective lens. The voxel

size was 100 nm in the xy-plane and 250 nm in z-direction. 45
axial layers were acquired for each stack of the DAPI channel

by exciting with a violet (405 nm) laser. For segmentation,

maximum intensity projection (MIP) images the stacks were

used. Example images are shown in Fig. 1. The dataset was

split into 30 images for hyperparameter optimization and 20

images for performance evaluation. Example segmentation

results of the investigated methods are shown in Fig. 2. It

can be seen that both fast marching and region competition

missed to segment one cell nucleus in the middle and close

objects were mostly merged. Only deep learning with ASPP

achieved a clear separation of close-by objects.

Quantitative results of all nine segmentation methods us-

ing pixel-based and object-based performance measures are

provided in Table 1. For the pixel-based metrics it can be seen

that the two thresholding methods generally yielded the low-

est values. For the machine learning methods we obtained

better results for Specificity and Sensitivity. Fast marching

yielded the best result for HD. The deep learning model with-

out ASPP achieved the best values for Dice (0.925), Jaccard

index (0.866), Rand index (0.853), Sensitivity (0.953), Speci-

ficity (0.871), and Accuracy (0.917). The best random forest

classifier (Weka) was somewhat worse (Dice: 0.914, Accu-

racy: 0.904). Deep learning with ASPP yielded slightly lower

values (Dice: 0.911, Accuracy: 0.901).

The results for the object-based metrics show that both

deep learning models yielded an above-average result for

the number of erroneously added objects of 15 (without

ASPP) and 23 (with ASPP). The deep learning model with

ASPP showed a higher object-based Jaccard index (0.833)

compared to the model without ASPP (0.770). Concerning

object merging, region competition yielded 36 merged ob-

jects, which is better compared to K-means clustering (44)

and fast marching (42), although three objects were not de-

tected. Both deep learning models merged only few objects

incorrectly. The best result among all methods was achieved

for the model with ASPP (14), the second best result was

achieved for the model without ASPP (23). Thus, deep learn-

ing with ASPP was most effective in splitting merged cells.

4. DISCUSSION AND CONCLUSION

We presented a comprehensive performance evaluation of

nine different segmentation methods applied to challenging

microscopy tissue images of glioblastoma cells. Each method

showed specific strengths and weaknesses, which are gener-

ally related to the underlying model and assumptions.

Although the two thresholding methods yielded the worst

results, their application is very user-friendly and process-

ing is very fast. Both fast marching and region competition

yielded slightly better results, however, the performance was

limited due to the poor edge information in the image data

which resulted in a tendency to over-segment some objects.

On the other hand, both methods require seed point initialisa-

tion. In this study, detected intensity maxima were used. As

a result, for relatively dark objects partly no seed points were

detected and the objects were not segmented. Furthermore,

due to the large variation of the image data, we had to use

two different parameter settings for fast marching to obtain

acceptable results.

The K-means algorithm requires setting only a small num-

ber of parameter, and application is easy and fast. The ob-

tained results were better than thresholding, fast marching,

and region competition. A problem of K-means clustering

is that the cluster centers are randomly initialized and there-

fore different results are obtained depending on the initializa-

tion. Furthermore, the result depends on the chosen number

of clusters. We obtained the best results for three clusters.

Further, we studied supervised learning methods based on

random forest classifiers (Weka and Ilastik). Weka provides

a wider range of image features and classifiers compared to

Ilastik. For both tools, orientation features (Hessian) and tex-

ture or structure features were more effective compared to

398



Pixel-based metrics Object-based metrics

Method Dice JI RI HD Sens. Spec. Acc. JI Missing Added Merged

Global thresholding 0.884 0.807 0.794 1.665 0.928 0.792 0.864 0.582 1 25 43

Local thresholding 0.881 0.792 0.773 1.139 0.893 0.823 0.864 0.480 2 14 50

Fast marching* 0.905 0.832 0.814 0.775 0.933 0.836 0.891 0.491 3 5 42

Region competition 0.904 0.829 0.810 0.986 0.934 0.828 0.890 0.546 3 9 36

K-means clustering 0.910 0.839 0.821 0.848 0.927 0.846 0.896 0.531 1 8 44

Ilastik 0.911 0.845 0.828 0.794 0.941 0.841 0.897 0.610 0 11 34

Weka 0.914 0.848 0.833 0.814 0.939 0.853 0.904 0.570 1 8 36

Deep learning 0.925 0.866 0.853 1.102 0.953 0.871 0.917 0.770 0 15 23

Deep learning and ASPP 0.911 0.843 0.829 1.299 0.946 0.847 0.901 0.833 0 23 14

Table 1. Pixel-based (left) and object-based (right) performance metrics for different segmentation methods. The values are
mean values over 20 images. The best results are highlighted in bold. * Two different parameter settings used

common intensity and edge features. Hence, both classifiers

yielded better results than thresholding, fast marching, region

competition, and K-means clustering.

The two deep learning models showed the best results, al-

though training is computationally expensive. For the model

with ASPP we used an ASPP block after the last residual

block in the downsampling path which allows exploitation

of large context information. Although the pixel-based per-

formance of the deep learning model with ASPP was gener-

ally slightly lower compared to the model without ASPP, the

model with ASPP showed its strength in separating merged

objects. Compared to all other methods, this model yielded

the best result with 14 merged objects which is only 39% of

the average number of merged objects for all methods (36),

compared to 64% (deep learning without ASPP) and 94%

(Ilastik). A further improvement of the deep learning mod-

els could be obtained by increasing the number of images for

training.

Nevertheless, all methods yielded merged objects and

therefore an additional post-processing step is generally re-

quired to split these objects (e.g., using a watershed trans-

form). A disadvantage of both deep learning models is that

they are based on supervised learning and therefore ground

truth data is required. Ground truth has to be created man-

ually, which is a tedious task and should be performed by

experts.

In summary, the deep learning models performed best

although training is very time consuming. The deep learning

model without ASPP outperformed all other tested methods

for nearly all pixel-based performance metrics. The only

method that yielded better results for the object-based met-

rics was deep learning with ASPP. Deep learning with ASPP

showed best results for the separation of clustered cell nuclei.
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“Ilastik: Interactive learning and segmentation toolkit,” in

Proc. ISBI 2011, pp. 230–233, IEEE, 2011.
[9] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolu-

tional networks for biomedical image segmentation,” in Proc.
MICCAI 2015, pp. 234–241, Springer, 2015.

[10] L.-C. Chen, G. Papandreou, I. Kokkinos, K. Murphy, and A. L.

Yuille, “Deeplab: Semantic image segmentation with deep

convolutional nets, atrous convolution, and fully connected

CRFs,” arXiv:1606.00915, 2016.
[11] E. D. Gelasca, J. Byun, B. Obara, and B. Manjunath, “Eval-

uation and benchmark for biological image segmentation,” in

Proc. ICIP 2008, pp. 1816–1819, IEEE, 2008.

399



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


